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Motivation

CLIP demonstrates unprecedented performance on robustness benchmarks


We would like to understand this, but we can’t train our own CLIP as the code is 
not public
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• Went fairly smoothly thanks to lots of guidance from Jong Wook Kim and Alec 
Radford

• Ran into problems with:

• Can’t store lots of small files. Solution: WebDataSet.

• PyTorch distributed gradient. Solution: Full contrastive matrix on each GPU.

• Scaling from 15m to 2b images. Solution: Ross Wightman & Cade Gordon.
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• <your project here>
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